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Introduction 

A weakness of mutual information (MI) based image registration method is the lack of spatial information in the registration metric. In this project, I have studied a registration metric incorporating spatial information by combining MI with a term based on image gradient [1]. Implemented with ITK, the project code realizes the metric based on MI and gradient vector, and integrates it with the One-plus-one optimizer.  The by-product of the code is another metric based only on gradient vector. In the rest of the report, I will briefly describe the method and the implementation, as well as the experimental results.

Method

Image locations with a strong gradient are assumed to denote transition of tissues, which are locations of high information value. In this method, the MI is extended by multiplication with a gradient term. The gradient term is based not only on the magnitude but also on the orientation of the gradient. 

The gradient vector is computed for each sample point x in one image and its corresponding point in the other image, which is found by geometric transformation of x’. The three partial derivatives that together form the gradient vector are calculated by convolving the image with the appropriate first derivatives of a Gaussian kernel of scale. The angle between the gradient vectors is defined by
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Since gradients can be assumed to point in the same orientation or opposite orientation for the same anatomical structures in multi-modal images, a weight function is defined favoring small angles and angles near to (
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Since only strong gradients appear in both images should be used, the angle function is multiplied by the minimum of the gradient magnitudes. The gradient term is defined as the summation of all the resulting products
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The registration measure then becomes
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with I(A,B) as the MI term. The gradient term alone can also serve as a metric, which we have experimented also. 

Implementation

A new class is created as GradMattesMutualInformationImageToImageMetric. While the class is based on MattesMutualInformationImageToImageMetric, the code for the gradient vector term is written from scratch. Specifically, the above method (we only talk about the gradient term) is implemented in this way:

On initialization, the gradient vector images for the fixed image and the moving image are created. In computing the gradient term G(A,B), a vector linear interpolator is used to calculate the gradient values of the pixels of the moving image. The gradient term is combined with MI in the GetValue method of the newly defined metric class. The code is designed in such a way that either the gradient term or the MI alone can be selected as the metric. 

Besides, a program using OnePlusOne evolutionary optimizer is written to work with the new metric class for image registration.  The OnePlusOne optimizer is not only robust against noise, but also is very necessary in this case. With this optimizer, it is not necessary to implement the code for calculating the derivatives of the metric.  

Experiments

We performed experiments on two images, BrainT1SliceBorder20.png and BrainProtonDensitySliceShifted13x17y.png. The two images have translation only spatially. They have similar structures though different intensity and thus are suitable for testing the gradient augmented MI method.  
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	Fig 1. Image registration with the metric based on gradient and mutual information, using evolutionary optimizer. Left and middle are the original images with translation between them, right is the middle image aligned to the left one. Bottom row are images with noise added.


Fig 1 shows the original images and the registration results using the metric with gradient and mutual information.  These are only qualitative results demonstrating that the new metric works, even for the very noisy images.

Table 1 includes more quantitative results and provides more insight to the performance of the algorithms. 

To our disappointment, the gradient augmented MI metric has not shown to be superior to the MI only metric.  This may be due to the fact that MI alone is sufficient for the registration of our test images so that we can’t see any improvement with the new metric. In [1], it is described that the new metric has superior performance when MI alone is not reliable, such as when dealing with sub-sampled images.  Due to the limit of time, we have not elaborated such experiments. 

We have found that the gradient metric demonstrate similar performance as the combined metric. This may further indicate that for our tested images, gradient metric and MI metric are too correlated to compensate for each other.

Another observation is that the OnePlusOne optimizer is very robust noise. It can work with both good quality images and poor quality images with a single set of parameters. In contrast, the gradient descent optimizer requires fine-tuning with different images. However, the gradient descent optimizer produces more precise convergence than the OnePlusOne optimizer. I am not sure at this stage how much the performance of the OnePlusOne optimizer can be improved by tuning its parameters.

   Table 1.  OnePlusOne optimizer is used if not indicated 

	Metric
	Noisy image
	Good image

	MI and gradient
	TranslationX=12.6651

TranslationY=17.7481

Iterations=400
	TranslationX=12.5504

TranslationY=18.0697

Iterations=400

	MI only
	TranslationX=13.6833

TranslationY=16.8359

Iterations=400
	TranslationX=12.5504

TranslationY=18.0697

Iterations=400

	
	TranslationX=13.6833

TranslationY=16.8359

Iterations=800
	TranslationX=12.6117

TranslationY=16.3608

Iterations=800

	Gradient only
	TranslationX=12.6651

TranslationY=17.7481

Iterations=400
	TranslationX=12.5504

TranslationY=18.0697

Iterations=400

	MI only

RegularStepGradient

DescentOptimizer
	TranslationX=4.22383

TranslationY=2.89927

Iterations=12

MaximumStepLength( 4.00 )  

MinimumStepLength( 0.005 )
	TranslationX=12.9286

TranslationY=16.9612

Iterations=20

	
	TranslationX=12.8571

TranslationY=17.3066

Iterations=24

MaximumStepLength( 19.00 )  

MinimumStepLength( 0.005 )
	TranslationX=12.9372

TranslationY=16.9581

Iterations=18
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